Chapter 11:  Inferences on Two Samples

Section 11.1:  Inference about Two Means:  Dependent Samples
Objectives:  Students will be able to:  


Distinguish between independent and dependent sampling

Test claims made regarding matched pairs data


Construct and interpret confidence intervals about the population mean difference of matched pairs

Vocabulary:  

Independent – when the individuals selected for one sample do not dictate which individuals are in the second sample
Dependent -- when the individuals selected for one sample determine which individuals are in the second sample; often referred to as matched pairs samples
Robust – minor deviations from normality will not adversely affect the results

Key Concepts:  


Requirements for testing a claim regarding the difference of two means using matched pairs
1) the sample is obtained using simple random sampling

2) the sample data are matched pairs

3) the differences are normally distributed with no outliers or the sample size, n, is large (n ≥ 30)
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Note:  how we define the difference will determine right or left tailed tests (positive or negative differences)
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Instructions how to use the TI-83 and Excel to help us are given on page 587
Example Problem:  Carowinds quality control manager feels that people are waiting in line for the new roller coaster too long.  To determine is a new loading and unloading procedure is effective in reducing wait time, she measures the amount of time people are waiting in line for 7 days and obtains the following data.  

	Day 
	Mon 
	Tue 
	Wed 
	Thu 
	Fri 
	Sat 
	Sat 
	Sun 
	Sun 

	Old 
	11.6 
	25.9 
	20.0 
	38.2 
	57.3 
	32.1 
	81.8 
	57.1 
	62.8 

	New 
	10.7 
	28.3 
	19.2 
	35.9 
	59.2 
	31.8 
	75.3 
	54.9 
	62.0 


A normality plot and a box plot indicate that the differences are approximately normal with no outliers.  Test the claim that the new procedure reduces wait time at the α=0.05 level of significance
Requirements:
Hypothesis

H0:  

H1:
Test Statistic:
Critical Value:
Conclusion: 
Using your calculator:  
· If you have raw data:
· enter data in L1 and L2
· define L3 = L1 – L2 (or vice versa – depends on alternative Hypothesis)
· L1 – L2 STO(L3 
· Press STAT, TESTS, select T-Test
· raw data: List set to L3 and freq to 1
· summary data: enter as before
Homework:  pg 582-587;   1, 2, 4-8, 12, 15, 18, 

Section 11.2:  Inference about Two Means:  Independent Samples
Objectives:  Students will be able to:  


Test claims regarding the difference of two independent means

Construct and interpret confidence intervals regarding the difference of two independent means

Vocabulary:  

Welch’s approximate t – the test statistic to compare two independent means
Key Concepts:


Requirements for testing a claim regarding the difference of two means using matched pairs

1) the sample is obtained using simple random sampling

2) the sample data are independent

3) the populations are normally distributed or the sample sizes, n1 and n2,  are both large (n ≥ 30)
	Left-Tailed
	Two-Tailed
	Right-Tailed

	H0 :  μ1 = μ2
	H0 :  μ1 = μ2
	H0 :  μ1 = μ2

	H1 :  μ1 < μ2
	H1 :  μ1 ≠ μ2
	H1 :  μ1 > μ2

	Note:  μ1 is the population mean for population 1, and μ2 is the population mean for population 2
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Use the smaller of n1 – 1 or n2 – 1 to determine the critical value or estimate the P-value
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Example Problem:  Given the following data:
	Data
	Population 1
	Population 2

	n
	23
	13

	x-bar
	43.1
	41.0

	s
	4.5
	5.1


a) Test the claim that μ1 > μ2 at the α=0.05 level of significance

Requirements:
Hypothesis

H0:  

H1:
Test Statistic:
Critical Value:
Conclusion: 
b) Construct a 95% confidence interval about μ1 - μ2 

Using your calculator:
· If you have raw data:
· enter data in L1 and L2
· Press STAT, TESTS, select 2-SampT-Test
· raw data: List1 set to L1, List2 set to L2 and freq to 1
· summary data: enter as before
· Set Pooled to NO
· Confidence Intervals
· follow hypothesis test steps, except select 2-SampTInt and input confidence level
· expect slightly different answers from book
Homework:  pg 595 – 599:  1, 2, 7, 8, 9, 13, 19
Section 11.3:  Inference about Two Population Proportions
Objectives:  Students will be able to:  


Test claims regarding two population proportions

Construct and interpret confidence intervals for the difference between two population proportions


Determine the sample size necessary for estimating the difference between two population proportions within a

  specified margin of error

Vocabulary:  

Pooled Estimate – an estimate that uses both values of x to determine a p-hat

Key Concepts:


Requirements for testing a claim regarding the difference of two proportions
1) the samples are independently obtained using simple random sampling

2) n1p1(1-p1) ≥ 10 and n2p2(1-p2) ≥ 10
3) n1 ≤ 0.05N1 and n2 ≤ 0.05N2;  this requirement ensures the independence necessary for a binomial experiment
	Left-Tailed
	Two-Tailed
	Right-Tailed

	H0 :  p1 = p2
	H0 :  p1 = p2
	H0 :  p1 = p2

	H1 :  p1 < p2
	H1 :  p1 ≠ p2
	H1 :  p1 > p2

	Note:  p1 is the proportion for population 1, and p2 is the proportion for population 2
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Using your Calculator:

· Hit STAT and Select Test
· Scroll down to 2-PropZTest and ENTER
· Enter data from problem
· select test type (left, two or right tailed)
· Hit Calculate
· Classical:  compare Z0 with Zc (from table)
· P-value:  compare p-value with α 
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Example Problem:  We have two independent samples.  55 out of a random sample of 100 students at one university are commuters.  80 out of a random sample of 200 students at another university are commuters.  We wish to know of these two proportions are equal.  We use a level of significance α = .05 
Requirements:
Hypothesis

H0:  

H1:
Test Statistic:
Critical Value:
Conclusion: 
Homework:  pg 609 - 611:  1, 2, 4, 6, 9, 15, 24
Section 11.4:  Inference about Two Population Standard Deviations
Objectives:  Students will be able to:  


Find the critical values of the F-distribution

Test claims regarding two population standard deviations

Vocabulary:  None New
Key Concepts:

Requirements to test, population standard deviations:

1. Simple random sample

2. The sample data is independent
3. Populations from which the sample are drawn are normally distributed


Steps for Testing a Claim Regarding two Population Standard Deviations (Classical or P-value)


0.    Test Feasible (the two requirements listed above)

1. Determine null and alternative hypothesis (and type of test:  two tailed, or left or right tailed)

2. Select a level of significance α based on seriousness of making a Type I error

3. Calculate the test statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion


Note:  You must use technology to find the p-value in this case!

Test for equality of population standard deviations is not robust!

Testing the Equality of Two Population Standard Deviations
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Example:  We have two independent samples from precision manufacturers.  A sample of size 100 from supplier 1 that has standard deviation of 0.14, and a sample of size 200 from supplier 2 that has standard deviation 0.17.  We wish to know if these two standard deviations are equal.   We will use a level of significance of α = 0.05 
Requirements:
Hypothesis

H0:  

H1:
Test Statistic:
Critical Value:
Conclusion: 
Using your Calculator:

· If raw data, then enter data in L1 and L2
· Select STAT; go to TEST; scroll down to 2-SampFTest
· Select  either  Data or Stats
· Enter  information
· Select type of test and Calculate
· Use p-value method to avoid having the use the tables (Table VII in your appendix, pg A-14)
Note:  Fcdf ( LB, UB, numerator df, denominator df ) is not going to help you as it calculates area under the curve and not the critical values.  We don’t have an inverse F function.
Homework:  pg 620 – 623; 1, 2, 3, 6, 7, 12, 14, 22
Chapter 11:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises

Vocabulary:  None new

Key Concepts:
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Review Questions:

1)  Which of the following is a characteristic of dependent (or matched-pairs) samples?

a. The observations from the sample are matched to the hypothesis being tested

b. The observations from sample 1 and sample 2 are paired with each other

c. The observations from sample 1 are independent of the observations from sample 2

d. The mean of sample 2 depends on the mean of sample 1
2) When we have dependent (or matched-pairs) data, then we should
a. Test the equality of their squares using a chi-square distribution

b. Test the equality of their means using proportions

c. Test the equality of their variances using a normal distribution

d. Test their differences using a student t-distribution
3) A researcher collected data from two sets of patients, both chosen at random from a large population of patients. If there is no interaction between the two groups, then this is an example of
a. Independent samples

b. Dependent samples

c. Stratified sampling

d. Descriptive statistics
4) The standard deviation for the difference of two means from independent samples involves
a. The standard deviation of each sample

b. The mean of each sample

c. The difference between the two means

d. All of the above
5) To compare two population proportions, we
a. Multiply the two proportions and take the square root

b. Subtract one proportion from the other and divide by the appropriate standard deviation

c. Subtract one proportion from the other and use the chi-square distribution

d. Divide one proportion by the other and use the normal distribution

6) If a researcher requires 100 subjects in sample 1 and 100 subjects in sample 2 to achieve a particular margin of error, then the number of subjects required to halve the margin of error is
a. 200 subjects in each of sample 1 and sample 2

b. 200 subjects in sample 1 and 100 subjects in sample 2

c. 50 subjects in each of sample 1 and sample 2

d. 400 subjects in each of sample 1 and sample 2
7) To test for the equality of two population standard deviations, we use for the test statistic
a. The difference between the two standard deviations

b. The ratio of the two standard deviations

c. The product of the two standard deviations

d. The ratio of the squares of the two standard deviations 
8) To test for the equality of two population standard deviations, we use
a. The normal distribution

b. The beta distribution

c. The F distribution

d. The chi-square distribution 
Homework:  pg 625 – 628; 1, 4, 6, 7, 10, 11, 14, 15, 21
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Confidence Interval – Difference in Two Proportions



Lower Bound:                                           







Upper Bound:





 

p1 and p2 are the sample proportions of the two samples



Note:  the same requirements hold as for the hypothesis testing

(p1 – p2)  – zα/2 · 

(p1 – p2)  + zα/2 · 

   p1(1 – p1)         p2(1 – p2)

 ---------------   +  --------------

         n1                     n2











   p1(1 – p1)         p2(1 – p2)

 ---------------   +  --------------

         n1                     n2


















_1231579274.ppt


Sample Size for Estimating p1 – p2

The sample size required to obtain a (1 – α) * 100% confidence interval with a margin of error E is given by

rounded up to the next integer, where pi is a prior estimate of pi.

If a prior estimates of pi are unavailable, the sample required is

rounded up to the next integer.  The margin of error should always be expressed as a decimal when using either of these formulas





                                zα/2 

n = n1= n2 = 0.25   ------

                                  E



2

















                                                                 zα/2 

n = n1= n2 =    p1(1 – p1)  + p2(1 – p2)   ------

                                                                  E



2










_1232640210.ppt


Critical Region

P-Value is the

area highlighted

P-value = P(F  <  F 0)

Fα, n1 -1, n2 -1

P-value = P(F  >  F 0)

Fα/2, n1 -1, n2 -1

F1-α/2, n1 -1, n2 -1

F1-α, n1 -1, n2 -1

		Reject null hypothesis, if

		P-value < α

		Left-Tailed		Two-Tailed		Right-Tailed

		F0 < F1-α, n1 -1, n2 -1		F0 > Fα/2, n1 -1, n2 -1
or
F0 < F1-α/2, n1 -1, n2 -1		F0 > Fα, n1 -1, n2 -1





















                                        s21

Test Statistic:      F0 = --------

s22


























_1231577656.ppt


Classical and P-Value Approach – Two Proportions

Test Statistic:

Critical Region

P-Value is the

area highlighted

|z0|

-|z0|

z0

z0

Remember to add the areas in the two-tailed!

		Reject null hypothesis, if

		P-value < α

		Left-Tailed		Two-Tailed		Right-Tailed

		z0 < - zα		z0 < - zα/2
or
z0 >  zα/2		z0 >  zα









zα







-zα/2

zα/2















-zα





















    where



        x1 + x2

p = ------------

        n1 + n2





 1        1

---  +  ---

 n1      n2

                   p1 – p2

z0 = ---------------------------------

          p (1- p)


















_1231566003.ppt


Confidence Interval – Matched Pairs
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